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Escaping the Krylov space during finite precision Lanczos
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The Lanczos algorithm, introduced by Cornelius Lanczos, has been known for a long time and is
widely used in computational physics. While often employed to approximate extreme eigenvalues
and eigenvectores of an operator, recently interest in the sequence of basis vectors produced by
the algorithm rose in the context of Krylov complexity. Although it is generally accepted and
partially proven that the procedure is numerically stable for approximating the eigenvalues, there
are numerical problems when investigating the Krylov basis constructed via the Lanczos procedure.
In this paper, we show that loss of orthogonality and the attempt of reorthoganalization fall short
of understanding and addressing the problem. Instead, the numerical sequence of eigenvectors in
finite precision arithmetic escapes the true vector space spanned by the exact Lanczos vectors. This
poses the real threat to an interpretation in view of the operator growth hypothesis.

Keywords: Krylov complexity, Lanczos algorithm

I. INTRODUCTION

The Lanczos procedure [1] is applied in many contexts
in physics for instance to approximate extreme eigenval-
ues of operators such as ground states and low-lying ex-
cited states of Hamiltonians as well as functions of the
Hamiltonian such as the partition function, compare e.g.
[2-10]. Tts accuracy has been thoroughly investigated
over time with the general result that the method is very
accurate and robust in finite precision arithmetics which
is an important issue for computer applications [11-19].

Recent efforts to understand the emergence of thermo-
dynamics in closed quantum systems under unitary time
evolution [20-36] produced a variety of measures to dis-
criminate between, e.g., integrable and quantum chaotic
behavior such as level statistics (Poisson vs. Wigner-
Dyson) and Thouless time to mention just two of them
[37, 38]. A new approach to separate quantum chaotic
dynamics from the dynamics of integrable quantum sys-
tems is given by the universal operator growth hypothesis
[36] which heavily relies on the Lanczos procedure and
thus sparked new and intensified interest in the Lanczos
algorithm applied to finite size systems as well as to sys-
tems in the thermodynamic limit [39-47]. The hypoth-
esis links the asymptotic behavior of the Lanczos coeffi-
cients to the characteristic of integrability of the system.
However in the process of calculating these coefficients,
numerical difficulties can occur.

In our investigation, we show that the numerical se-
quence of eigenvectors in finite precision arithmetic es-
capes the true vector space spanned by the exact Lanc-
zos vectors. The underlying reason is that this space
is embedded in the much larger computational vector
space. We think that loss of orthogonality to previous
Lanczos vectors is a minor problem compared to acquir-
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ing components into the Lanczos sequence that do not
belong to the true space. These components grow expo-
nentially fast which is a genuine property of the Lanczos
procedure. This numerical problem cannot be cured by
reorthogonalization. Therefore, the interpretation of nu-
merical Lanczos sequences in view of the operator growth
hypothesis appears questionable to us.

The paper is organized as follows: In Section II we
recapitulate essentials of the Lanczos procedure, and in
Section III we discuss and demonstrate with a few exam-
ples of finite quantum spin systems how the mentioned
numerical problems arise. The paper closes with a sum-
mary. In the appendix, we demonstrate with two exam-
ples that the identified problems also arise in ordinary
Lanczos procedures for ket states or wave functions.

II. LANCZOS ALGORITHM AND THE
OPERATOR GROWTH HYPOTHESIS

Since the operator growth hypothesis makes a state-
ment about the Lanczos coefficients we first have to re-
view the Lanczos algorithm [1]. To start the Lanczos
algorithm one needs a linear operator H and a normal-
ized starting vector |1 ) or, when considering the Hilbert
space of operators, a starting operator |O) and a su-
peroperator £ [48]. This Hilbert space of operators has
to be provided with an inner product, which in this
paper is chosen to be the infinite temperature product
(A|B) = Tr(A'B)/dim(H), also known as the Frobe-
nius product, with the induced norm ||A4|| = /(A]A).
Note that, since the Hilbert space of operators is also
a vector space, we might call operators vectors as well.
However, the distinction between vectors in the ket-
vector space H and the operator-vector space H ® H will
be made clear by different notations as |v) and |w),
respectively. For physical systems the linear superoper-
ator of interest is the Liouvillian £ which is defined via
L|0) = [H,O] where H is the Hamiltonian of the sys-
tem. To start the Lanczos algorithm we set | Oy ) = | O ),
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by = ||LOy||, and |O;) = b; 'L | Og ). We then follow the

iteration scheme

|An) =£|On,1) —bn—1 |On72) (1)
n =|[An|| (2)

to construct the Krylov basis { | O, )}, which is an ONB
of the Krylov space. Note that since we are considering a
starting vector |O), which is a hermitian operator, one
only needs to project out the second latest |O, —2),
because the inner product (O, —1|L£O, — 1) vanishes
for hermitian and skewhermitian operators O.

In exact arithmetic the Lanczos algorithm works just
as described, however with finite numerical precision the
constructed | O,, ) are generally not an ONB. While for
many applications of the Lanczos algorithm this does not
pose a problem, it is crucial in our case, since it can heav-
ily influence the Lanczos sequence. A usual attempt at
trying to better the results is to reorthogonalize with re-
spect to all prior operators, so all | Oy ) with k < n or
even repeat the reorthogonalization procedure a second
time as suggested in [49], which we call double reorthog-
onalization. While this may lead to termination of the
Lanczos sequence in some cases, there are still numerical
problems, which will be discussed in section III.

The Liouvillian in the Krylov basis is a tridiagonal ma-
trix of the form

0 by, 0 0 cee 0
by 0 by 0 ... .. 0
0 by 0 b3 e 0
L= - : 5 (4)
0 -ov --- byoes 0 by 0
0 v --- 0 bmo 0 by
0 «ov .- 0 0 bp1 0

with Ly = (On | £]0,). The Lanczos coefficients
b, are the quantity of interest for the universal operator
growth hypothesis, which states that for infinite noninte-
grable systems and a local starting operator O these b,
should grow asymptotically linearly with n.

III. NUMERICAL PROBLEMS IN FINITE
SYSTEMS

While originally formulated for infinite systems, there
has also been interest in the behavior of the Lanczos se-
quence in finite systems. Obviously, the universal op-
erator growth hypothesis cannot hold for finite systems
since the Lanczos sequence will terminate at some point
and can therefore not grow asymptotically linearly. How-
ever one can still examine the Lanczos sequence up to
that point and compare the behavior in different systems
[49, 50].

It is known that the dimension of the Krylov space
K(L£,0) = span{|0),L]0),L%|0),...} is the mini-

mum number of eigenvectors of £ needed to represent

the starting vector |O). Therefore, if the system is
small enough to diagonalize it computationally, one can
predict the actual Krylov space dimension. This is a
useful insight to show that numerically the Lanczos se-
quence does not terminate at the edge of the Krylov
space. In exact arithmetic the b, should vanish for
Nmax = dim(KC(L,0)) + 1 since at nyax — 1 we already
constructed a full ONB for the Krylov space at hand. It-
erating one more step should yield an operator A, with
[|An|| = 0, hence b, = 0.

A. Tilted-field Ising ring

To numerically investigate this behavior we considered
the tilted-field Ising model given by the Hamiltonian

H= Zslszﬂ—i—hs + hys? (5)

where we used periodic boundary conditions and chose
N =6, h, =1aswell as h, = —1.05. The starting vector
for which the Lanczos method is applied was chosen to
be the 1-local operator s§.

In order to compute the dimension of the Krylov space
K(L, s§) one first has to find the eigenvectors | EF ) and
eigenvalues E,f of £. This can either be done by di-
agonalizing L itself or by diagonalizing H to obtain its
eigenvalues B and eigenvectors | EX)| and using these
to construct an eigenvector and eigenvalue of £ via

|Ek(m n) ) = ‘ m ><E£I| and Ekﬁ(m,n) = Eﬁ — E/’TIL—I7
(6)

where k(m,n) is the integer enumeration for the eigen-
states of the Liouvillian

Now let {Eff} be the set of eigenspaces of £. Then the
starting vector |s§) can be decomposed as

dzm(E )
|s5) = dy i | Ep) - (7)

p=1 k=1

One can represent the second sum as one combined vector

= di . .
|ES) = Zklm )ci \ Elﬁp ), which are the only eigen-
vectors needed to represent our starting vector in this
eigenspace, such that we can now write

#{ES}

s5)=">_ dpl Ey). (8)

p=1

As mentioned before, the dimension of IC(L, s?) is just
the number of eigenvectors to different eigenvalues that
| s¢) has an overlap with, so the number of coefficients
d, with d, # 0.

In Fig. 1 it can be seen that the reorthogonalized
Lanczos sequence does not terminate when the full di-
mension (dim(K) = 1893, indicated by the blue vertical



line) of the Krylov space is reached. To further inves-
tigate whether a vector |0, ) lays partially outside of
the Krylov space one can consider the decomposition of
|0y, ) into the | Ef)

dim(K)

10n)= Y dy|Ey). (9)

Since this also builds an ONB for the Krylov space, one
can check whether the overlap of the newly generated
vector | Oy ) with the given ONB {| E£ )} is still unity,
thus showing that the operator is still completely con-
tained within the Krylov space. The overlap with the
Krylov space is given by

dim(K) dim(K)
C, = Z(dg)zz Z(0n|E§)2. (10)
p=1 p=1

This is shown by the green curve in Fig. 1.

Since a drop of (), at around n = 100 can be ob-
served it shows that the Lanczos sequence is no longer
completely contained within the Krylov space quite early
compared to the predicted dimension. This shows that in
general the Krylov space is numerically not closed under
the Lanczos algorithm. It should be noted at this point
that the diagonalization as well as the decomposition of
the operators into the eigenbasis of £ is done numeri-
cally. Therefore, in section IIIB we will present a case
were the eigenbasis is known analytically and artifacts of
a numerical diagonalization can be excluded.
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Figure 1. Lanczos sequence b, with double reorthogonaliza-
tion and overlap C), for the tilted-field Ising ring with the
starting vector |s§). The blue line is drawn at the numeri-
cally known dimension of the Krylov space dim(K) = 1893.

Using a representation of the Liouvillian and the Lanc-
zos vectors |O, ) which is constrained to the Krylov
space can remove the possibility of leaving IC during the
Lanczos procedure. This is done by considering the de-
composition Eq. (9) and calculating the matrix repre-

sentation of £ via
Liw=(EF|LIES) . (11)

Obviously, this is a diagonal matrix, however, it is not
the entire diagonal matrix of £ in the complete Hilbert
space, since it does not contain the degeneracies of eigen-
values or eigenspaces that do not appear in the decom-
position of the starting vector. Doing the Lanczos itera-
tions with this dim (k) x dim(K) matrix and the dim(K)-
dimensional vector following from Eq. (9) then leads to
Fig. 2.
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Figure 2. Lanczos sequence b, with double reorthogonaliza-
tion and a representation constrained to the Krylov subspace
for the tilted-field Ising ring with the starting vector |s§).
The blue line is drawn at the numerically known dimension
of the Krylov space dim(K) = 1893.

Now the Lanczos sequence terminates at the Krylov
space dimension. This is no surprise, since we chose a
representation which enforces this behavior. Nonethe-
less, we eliminated the effect of leaving the Krylov space
during the Lanczos procedure. It should be noted how-
ever that a lot of extra computational effort had to be
made for this, because we need to diagonalize L, repre-
sent our starting operator with respect to its eigenvectors
| EF ) and numerically distinguish non-degeneracy of the
eigenvalues. Even though this way the resulting b,, seem
better, in the sense that there are no artifacts of leav-
ing the Krylov space, we still can not say that they are
definitely closer to the ’true’ b, at all iteration steps. In
Fig. 3 the Lanczos sequence is shown for different meth-
ods of calculation. One can see that for the single and
double reorthogonalization the b,, are closer to the case
of a constrained representation. However, the problem of
non-vanishing b, at dim(K) is still visible.

B. One magnon space of the Heisenberg delta
chain

All of this can already be seen when considering a small
symmetry-related subspace of a Hilbert space. For this
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Figure 3. Lanczos sequence b,, calculated with different meth-
ods for the tilted field Ising ring with the starting operator
s6. The constrained representation (constr. repr.) means a
representation of the Liouvillian according to Eq. (11). The
black line is drawn at the calculated dimension of the Krylov
space dim(K) = 1893.

purpose, we consider the (M = Ns — 1)-subspace of the
antiferromagnetic Heisenberg delta chain given by the
Hamiltonian

N-1 5-1
H=.7 Z 5 - 5ip1 + Jo Z §2i - 82i42 , (12)
=0 i=0

which has a flat band for the case of Jo/J; = 1/2, see
[51] and references therein. The Hamiltonian in this small
subspace can be diagonalized analytically leading to the
eigenvalues of H

N N
Ell = 4‘]1 + % —4J, (13)
NJ NJ. Ak
H _ 1 2 _ _ i
Ef = 1 + 3 Jo [1 cos( N ﬂ , (14)

which can be used to calculate the eigenvalues of the Li-
ouvillian via (6). The eigenvectors of H and thus of £
are also known analytically. If one takes as a starting
operator a chosen superposition of these eigenvectors, it
is no longer a question of numerical accuracy to find the
minimal number of eigenvectors of £ needed to represent
the starting operator. To make sure we do not use degen-
erate eigenvectors we only use those constructed by the
tensor product | Effy_o (B, | = |E£) with ' < &
(see Fig. 4), thus leading to a strictly monotonic in-
crease in Efn(kfk,) = E(szo — Efk, with &’. In addition
to these eigenvectors, we also include the adjoint of every
vector | EF, V(EH, _ | = | ELT) in order to later con-
struct a hermitian operator as a starting vector in this
subspace. These adjoined eigenvectors are not degener-
ate, as adjoining the vectors introduces a sign change in
their energies Efl(k_k) = _Er%(kfk’)'
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Figure 4. One magnon band structure of the Heisenberg delta
chain for N = 16 and choice of eigenvectors used for the tensor
product. Note that the arrows point in both directions.

Choosing now a uniform superposition of these eigen-
vectors and their adjoint counterparts

N/4—1
A) =1/~ SO (IEE)+ |EE) (1)
N
m=0

in an example case of N = 500 leads to an analyti-
cally known dimension and basis of the Krylov space of
dim(KC) = 250. It should be noted that the operator we
constructed this way is hermitian but not necessary lo-
cal or of any obvious physical meaning. However, one
can still execute the Lanczos algorithm and investigate
if the sequentially constructed vectors partially leave the
Krylov space. Computing the Lanczos algorithm for this
system and starting vector leads to the sequence shown
in Fig. 5.
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Figure 5. Lanczos sequence b, and overlap C,, for the one-
magnon space of the Heisenberg delta chain with the starting
vector | A). The blue line is drawn at the analytically known
dimension of the Krylov space dim(K) = 250.

Again it is visible that the vectors leave the Krylov



space at around n = 55 where C,, drops from one. The
b, show some strongly alternating behavior, but since we
do not consider a local or even physical starting operator
it is not necessarily of any bigger meaning.

IV. SUMMARY

In this paper we showed that vectors generated numer-
ically via the Lanczos algorithm do not need to reside in
the Krylov space of the starting vector. This might even
be of advantage for some applications like finding the
eigenvalues of an operator, since as shown in appendix A
even when starting with a vector which does not have an
overlap with the ground state it might still be reached
numerically. However, in situations where one fine tunes
this starting vector to only have an overlap with some
of the eigenvectors of the considered Hamiltonian or Li-
ouvillian it is not guaranteed that it will stay inside the
corresponding Krylov space. Especially for the operator
Lanczos discussed above, where one chooses a physically
meaningful operator as a staring vector and cannot chose
the number of eigenspaces needed for its eigendecompo-
sition this can play a role in the behavior of the Lanczos
sequence, in particular for the point, where the Lanc-
zos sequence should terminate. To investigate this we
looked at the tilted-field Ising ring with a local opera-
tor as the starting vector. For this example, the start-
ing vector could only be decomposed into eigenvectors of
the Liouvillian numerically. To eliminate artifacts due to
numerical diagonalization we included an example of a
small subspace of the Heisenberg delta chain where the
eigendecomposition of the starting vector is known ana-
lytically. In both cases, the problem of leaving the Krylov
space was observable.

It should be noted that this also happens in the usual
Lanczos algorithm as demonstrated in the appendix.
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Appendix A: Example of leaving the subspace for
ordinary state Lanczos

In this appendix, we like to show that the problem dis-
cussed above arises in ordinary Lanczos procedures where
an operator, e.g. the Hamiltonian is applied to a starting
vector to generate a Krylov space of which the smallest
eigenvalue is taken as an approximation of the true small-
est eigenvalue. The failure of the Lanczos procedure can
easily be provoked by choosing a starting vector that be-
longs to an invariant subspace due to a symmetry of the

Hamiltonian. If the calculation is not restricted to this
subspace but performed in a larger space the dynamics in
finite-precision arithmetics generates a sequence of Lanc-
zos vectors that escape the invariant subspace eventually.
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Figure 6. Sequence of (low-lying) energy eigenvalues of T at
every Lanczos step n in the vector space with M = 0. The di-
mension of the subspace with M = 0 and k£ = 8 is 810, taking
additionally into account the spin flip symmetry, the dimen-
sion of the subspace with additional odd spin-flip symmetry
is 396. The starting vector has got odd symmetry, the ground
state even. The solid black line marks the exact ground state
energy for £ = 0; dashed lines mark exact eigenenergies for
k = 8. The Lanczos sequence with reorthogonalization is
depicted by red dashes, the respective sequence without re-
orthogonalization by blue x-symbols.

In the specific example we consider a quantum spin
ring with N = 16 and s = 1/2 in the Heisenberg model
with the same exchange interaction J between nearest
neighbors (—2J-convention). This system has got sev-
eral symmetries: SU(2) since it commutes with all com-
ponents of the total spin, translational symmetry along
the ring expressed as Cy point group as well as spin
flip symmetry in the subspace with total magnetic quan-
tum number M = 0 [52]. We perform the calculation
in the subspace with M = 0 and choose as starting vec-
tor 1/4/2(]1010101010101010) — [0101010101010101)),
which is a superposition of two product states where 0
stands for a local mg = 1/2 and 1 for my = —1/2. This
vector is an eigenstate of the shift operator (T" = Cjg)
with shift quantum number k& = 8, whereas the true
ground state possesses k = 0 [53]. An exact Lanczos
procedure should generate a sequence of states that re-
spects the good quantum number k = 8.

However, as Fig. 6 demonstrates, in a computer simula-
tion the numerical sequence acquires contributions from
states with e.g. £ = 0. These contributions grow expo-
nentially fast with Krylov space dimension, in particular,
in cases they contain the ground state. In the example
simulation this happens after about 40 Lanczos steps.
Before, the algorithm has accurately found the lowest
energy compatible with k& = 8, but then it develops a
component along the overall ground state that belongs to



k = 0, and within a few steps converges also to the respec-
tive eigenvalue. This happens with (red symbols) and
and without (blue symbols) reorthogonalization, which
once more strengthens our statement that reorthogonal-
ization does not guard against components orthogonal to
the true/exact Krylov space.
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Figure 7. Sequence of (low-lying) energy eigenvalues of T at
every Lanczos step n in the vector space with M = 0. The
dimension of the subspace with M = 0 and k = 10 is 9252,
taking additionally into account the spin flip symmetry, the
dimension of the subspace with additional odd or spin-flip
symmetry is about half. The starting vector has got odd
symmetry, the ground state even. The solid black line marks
the exact ground state energy for £ = 0; dashed lines mark
exact eigenenergies for £ = 10. The Lanczos sequence with
reorthogonalization is depicted by red dashes, the respective
sequence without reorthogonalization by blue x-symbols.

With Fig. 7 we want to demonstrate that the problem
arises after approximately the same number of Lanczos
steps and in particular does not scale with the dimension
of the underlying spaces. For the example of N = 20
spins s = 1/2 the dimensions are about ten times larger,
but the escape of the Lanczos sequence into the orthog-
onal complement of the true Krylov space happens after

about 50 steps compared to 40 for N = 16, see Fig. 6.

To further strengthen this finding we again considered
the one-magnon subspace of the Heisenberg delta chain
(compare section ITIB). Since we investigate the ordi-
nary state Lanczos we just superimposed all states from
the upper band with k& < N/4 for our starting vector,
compare Fig. 4. Running the Lanczos algorithm and di-
agonalizing the tridiagonal matrix in every step leads to
the minimal energies seen in Fig. 8. After the minimal
energy seems to saturate at the first excited state, as it
should, at around n = 19 it quickly drops to the ground
state energy, even though the initial state should has no
overlap with the ground state.

In typical applications in quantum magnetism this
problem does not occur because one restricts the vector
space to the smallest possible space for the given symme-
tries. Then, a Lanczos procedure cannot leave this vector
space by construction.
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-=-- groundstate energy

124.251
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Figure 8. Minimal energies of the tridiagonal matrix for each
Lanczos step in the one-magnon subspace of the Heisenberg
delta chain with NV = 400. The analytically known dimension
of the Krylov space is dim(K) = 101. The blue and green
dashed lines indicate the energy of the first excited and ground
state energy respectively.
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